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ABSTRACT
This paper considers the problem of Byzantine fault-tolerance in distributed multi-agent optimization. In this problem, each agent has a local cost function. The goal of a distributed optimization algorithm is to allow the agents to collectively compute a minimum of their aggregate cost function. We consider the case when a certain number of agents may be Byzantine faulty. Such faulty agents may not follow a prescribed algorithm, and they may send arbitrary or incorrect information regarding their local cost functions. Unless a fault-tolerance mechanism is employed, traditional distributed optimization algorithms cannot tolerate such faulty agents.

A reasonable goal in presence of faulty agents is to minimize the aggregate cost of the non-faulty agents. However, we show that this goal is impossible to achieve unless the cost functions of the non-faulty agents have a minimal redundancy property. We further propose a distributed optimization algorithm that allows the non-faulty agents to obtain a minimum of their aggregate cost if the minimal redundancy property holds. The scope of our algorithm is demonstrated through distributed sensing and learning applications, which are special cases of distributed optimization.
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1 INTRODUCTION
The problem of distributed optimization in multi-agent systems has gained significant attention in recent years [6, 13, 21]. In this problem, each agent has a local cost function and, when the agents are fault-free, the goal is to design algorithms that allow the agents to collectively minimize the aggregate of their cost functions. To be precise, suppose that there are $n$ agents in the system and let $Q_i(w)$ denote the local cost function of agent $i$, where $w$ is a $d$-dimensional vector of real numbers, i.e., $w \in \mathbb{R}^d$. A traditional distributed optimization algorithm outputs a global minimum $w^*$ such that

$$w^* \in \arg \min_w \sum_{i=1}^n Q_i(w). \quad (1)$$

As a simple example, $Q_i(w)$ may denote the cost for an agent $i$ (which may be a robot or a person) to travel to location $w$ from their current location, and $w^*$ is a location that minimizes the total cost of meeting for all the agents. Such multi-agent optimization is of interest in many practical applications, including distributed machine learning [6], swarm robotics [26], and distributed sensing [25]. Most of the prior work, however, assumes the agents to be fault-free, i.e., they cooperate and follow a prescribed algorithm. We consider a scenario wherein some of the agents may be faulty.

Su and Vaidya [30] introduced the problem of distributed optimization in the presence of Byzantine faulty agents. The Byzantine faulty agents may behave arbitrarily [19]. In particular, the faulty agents may send incorrect and inconsistent information in order to bias the output of a distributed optimization algorithm. For example, consider an application of multi-agent optimization in the case of distributed sensing where the agents (or sensors) observe a common object in order to collectively identify the object. However, the faulty agents may send arbitrary observations concocted to prevent the non-faulty agents from making the correct identification [10, 12, 23, 31]. Similarly, in the case of distributed learning, which is another application of distributed optimization, the faulty agents may send incorrect information based on mislabelled or arbitrary concocted data points to prevent the non-faulty agents from learning a good classifier [1, 2, 4, 8, 9, 11, 15, 34].

We consider the distributed optimization problem in the presence of up to $f$ Byzantine faulty agents. The ideal fault-tolerance goal in this case is to design a distributed optimization algorithm that allows all the non-faulty agents to compute a minimum of the aggregate cost of just the non-faulty agents [30]. To be precise, in a given execution, suppose that set $B$ with $|B| \leq f$ denotes the set of Byzantine faulty agents, where notation $|\cdot|$ denotes the set cardinality, and $\mathcal{H} = \{1, \ldots, n\} \setminus B$ denotes the set of non-faulty (i.e., honest) agents. Then, a distributed optimization algorithm achieves ideal fault-tolerance if it outputs a point $w^*_\mathcal{H}$ such that

$$w^*_\mathcal{H} \in \arg \min_w \sum_{i \in \mathcal{H}} Q_i(w). \quad (2)$$

Since the non-faulty agents do not necessarily know the identity of the faulty agents, in general, the above ideal objective is unachievable [30]. In this paper, we precisely identify the condition under which the achievability of ideal fault-tolerance is guaranteed. In
particular, we show that the $2f$-redundancy condition below is necessary and sufficient for achieving the ideal fault-tolerance goal of computing $w^*_{\mathcal{H}}$ that satisfies (2). Recall that there are $n$ agents in the system, of which at most $f$ may be Byzantine faulty.

**Definition 1.** ($2f$-redundancy) For a given set of non-faulty agents $\mathcal{H}$, their non-faulty cost functions are said to satisfy $2f$-redundancy if for every subset $S \subseteq \mathcal{H}$ of size at least $n - 2f$,

$$\arg\min_w \sum_{i \in S} Q_i(w) = \arg\min_w \sum_{i \in \mathcal{H}} Q_i(w).$$

The $2f$-redundancy property implies that a minimum of the aggregate of any $n - 2f$ non-faulty cost functions is also a minimum of the aggregate of all the non-faulty cost functions, and vice-versa. In addition to showing the necessity of $2f$-redundancy, we present a distributed optimization algorithm that achieves ideal fault-tolerance if the non-faulty cost functions satisfy $2f$-redundancy, and the fraction of the faulty agents is bounded by a threshold dependent on certain properties of the non-faulty cost functions. Additional discussion on $2f$-redundancy, and characterization of fault-tolerance in the absence of $2f$-redundancy, can be found in our technical report [16].

**Realizing $2f$-redundancy:** Although the $2f$-redundancy property may appear somewhat technical at this point, we note that, in many practical applications, redundancy in cost functions occurs naturally. Indeed, such redundancy is easily realized in practical applications such as distributed sensing, and distributed learning (or federated learning [18]). We discuss both distributed sensing and learning briefly in Section 1.2. A detailed presentation of fault-tolerance in these applications can be found in our technical report [14].

**System architecture:** The contributions of this paper apply to two different system architectures illustrated in Figure 1. In the server-based architecture, the server is assumed to be trustworthy, but up to $f$ agents may be Byzantine faulty. The trusted server helps solve the distributed optimization problem in coordination with the agents. In the peer-to-peer architecture, the agents are connected to each other by a complete network, and up to $f$ of these agents may be Byzantine faulty. Provided that $f < \frac{n}{2}$, any algorithm for the server-based architecture can be simulated in the peer-to-peer system using the well-known Byzantine broadcast primitive [20]. For simplicity of presentation, the rest of this paper considers the server-based architecture.

**Figure 1: The system architectures.**

**Figure 1.2:** Schematic of the algorithm.

### 1.1 Summary of our contributions

We make the following two major contributions.

- **An impossibility result:** We show that a minimum point of the sum of cost functions of non-faulty agents $\sum_{i \in \mathcal{H}} Q_i(w)$ cannot be computed accurately by the non-faulty agents if the non-faulty cost functions $\{Q_i(w), i \in \mathcal{H}\}$ violate the $2f$-redundancy property. This impossibility result is formally presented in Section 3.

- **A fault-tolerant distributed algorithm:** We propose a distributed optimization algorithm that allows the non-faulty agents to compute a minimum point

$$w^*_{\mathcal{H}} \in \arg\min_w \sum_{i \in \mathcal{H}} Q_i(w),$$

if the non-faulty cost functions have $2f$-redundancy.

The key component of our algorithm is a gradient-filter named comparative gradient clipping (CGC) that robustifies the traditional gradient-descent method. In each iteration $t$, the trusted server maintains an estimate $w^t$ of the desired minimum, and updates it iteratively using gradients sent by the agents corresponding to their local cost functions at $w^t$. However, instead of using the received gradients directly, the server applies the CGC filter on the gradients, and uses the filtered gradients. In particular, the server sorts the $n$ gradients received from the $n$ agents, and clips the gradients with the $f$ largest norms such that their norm equals the $(f + 1)$-th largest norm among the $n$ gradient norms (the remaining $n - f$ gradients are not altered). The estimate $w^t$ is then updated along the direction opposite to the aggregate of the resultant filtered gradients. The algorithm schematic is shown in Figure 2, with more details in Section 4.

Unlike previously introduced applications of gradient clipping (elaborated in Section 2) for solving other unrelated problems in the gradient-descent method [24, 28], our CGC gradient-filter employs an adaptive threshold for clipping. Specifically, the clipping threshold in our case is not a constant but varies depending upon the magnitude of the non-faulty gradients. Section 2 discusses the other work on gradient clipping.

### 1.2 Realizing $2f$-Redundancy in Practice

In this section, we briefly discuss two applications where the necessary property of $2f$-redundancy can be realized quite naturally,
Distributed Sensing: As a simple example, consider the problem of correctly identifying an aircraft in the sky using images taken from multiple cameras. Even if some number \( k \) of strategically placed cameras might suffice to identify the aircraft, redundancy can be achieved by deploying more than \( k \) cameras. Applications of distributed sensing abound in cyber-physical systems such as the power grid or unmanned mobile vehicles. In general, sensors are deployed to measure state of the cyber-physical system under observation, and redundancy is introduced to ensure robustness [12, 22, 23]. Commonly, in these systems each agent (sensor) makes some partial observations of the system’s state \( \omega \) such that the agents can collectively compute \( \omega \) uniquely. Redundancy is achieved by deploying more sensors than minimally necessary to identify the system state correctly. In particular, suppose that each agent \( i \) has a set of \( m_i \) observations, represented by \( (X_i, Y_i) \), where \( X_i \) is an \( m_i \times d \) matrix, and \( Y_i \) is a \( m_i \)-dimensional column vector. In many systems, \( X_i \) and \( Y_i \) are linearly related through the state \( \omega \) as \( Y_i = X_i \omega \). The goal then is to collectively determine the local cost function of each agent \( i \) as \( Q_i(w) = \| Y_i - X_i w \|^2 \), where \( \| \cdot \| \) denotes the Euclidean norm. The agents’ observations (i.e., \( (X_i, Y_i) \)’s) collectively need to be sufficient to determine \( \omega \) uniquely – specifically, the matrix obtained by stacking \( X_i \)’s of all the agents needs to be full column rank [17]. When this property holds and the agents are fault-free, then it is easy to show that \( \omega \) is the minimum of the aggregate of all the agents’ costs. That is, \( \omega = \arg \min_w \sum_{i=1}^n Q_i(w) \).

When some of the agents are Byzantine faulty, they may maliciously provide incorrect information, which can make it difficult to correctly determine the system’s state \( \omega \). Our results imply that the correct state \( \omega \) can be computed in the presence of Byzantine faulty agents only if the non-faulty cost functions satisfy the \( 2f \)-redundancy property. Equivalently, the state \( \omega \) must be uniquely determinable using observations of any \( n - 2f \) non-faulty agents. A detailed presentation of fault-tolerance in distributed sensing, including the case of noisy observations, can be found in our technical report [14].

Distributed Learning: In case of distributed learning, the goal for the agents is to collectively compute a learning parameter \( w^* \) that minimizes a global cost function \( Q(w) \), namely, the expected loss incurred for a learning parameter \( w \) [5]. Specifically, suppose for each data point \( z \) the loss function for \( w \) is denoted by \( \ell(w; z) \). If the probability distribution of the data points is \( D \) then

\[
Q(w) \equiv \mathbb{E}_{z \sim D} \ell(w; z)
\]

where notation \( \mathbb{E}_{z \sim D} \) denotes the expectation with respect to the random data point \( z \). The goal is to determine a learning parameter \( w^* \) such that \( w^* \in \arg \min_w Q(w) \). A commonly used distributed learning method relies on stochastic gradient descent (SGD) using the server-based architecture [5]. In each iteration \( t \), the server maintains an estimate \( w^t \) of \( w^* \) and sends its current estimate to the agents. A non-faulty agent \( i \) samples a data point \( z \sim D \) and returns the stochastic gradient \( g_i^t = \nabla \ell(w^t; z) \) to the server. The server updates \( w^t \) using the stochastic gradients received from all the agents. However, if an agent is faulty then it may send arbitrary vectors instead of the true stochastic gradients to prevent the server from learning \( w^* \), or worse, learn an incorrect parameter [1, 4, 9, 11].

In the above distributed learning setting the cost functions of all the non-faulty agents are identical in expectation. Therefore, \( 2f \)-redundancy property holds trivially when \( f < n/2 \). However, in this case the non-faulty agents send stochastic gradients of the global cost function \( Q(w) \), instead of the full gradients \( \nabla Q(w) \). Nevertheless, the distributed algorithm presented in this paper can guarantee fault-tolerance in the SGD-based distributed learning framework, with minor modifications, provided that the stochastic gradients satisfy the standard assumptions [5]. A detailed presentation of the modified algorithm and its fault-tolerance property can be found in the appendix of our technical report [14].

2 OTHER RELATED WORK

The prior work on fault-tolerance in multi-agent distributed optimization, such as Su and Vaidya, 2016 [30], and Sundaram and Gharesifard, 2018 [33], only consider approximate fault-tolerance where the agents compute a point that is an approximate minimum of the non-faulty aggregate cost. For instance, Su and Vaidya, 2016 [30] proposed a distributed optimization algorithm that outputs a minimum of the non-uniformly weighted aggregate of the non-faulty cost functions, instead of the actual uniformly weighted aggregate. Moreover, these works only consider univariate cost functions. In contrast to these works, we consider the more general class of multivariate cost functions, and present results for minimization of the actual aggregate cost of the non-faulty agents.

There is also some work on approximate fault-tolerance for multivariate cost functions [29, 32, 35]. However, each of these works only consider degenerate cases of the distributed optimization problem presented above. To be specific, Su and Vaidya, 2016 [32] consider a setting where the individual cost functions are assumed to be linear combinations of a common set of basis functions. Yang and Bajwa, 2017 [35] rely on the assumption that the individual cost functions can be split into independent univariate strictly convex functions. We do not make such assumptions on the cost functions, and present tight results for computing the exact minimum (not an approximation) of the non-faulty aggregate cost.

Su and Shahrampour, 2018 [29] consider the problem of fault-tolerance for the case of distributed linear sensing, which, as we have mentioned above, is a special case of distributed optimization. The fault-tolerance guarantee of their proposed distributed algorithm relies on an additional assumption, besides \( 2f \)-redundancy, on the observations of non-faulty agents. In comparison to [29], we consider the more general case of distributed optimization. When applied to the special case of distributed linear sensing, our presented algorithm guarantees fault-tolerance if \( 2f/n \) is smaller than a threshold which is inversely proportional to the condition number, i.e., the ratio between the maximum and the minimum singular values, of the non-faulty observation matrix [14].
Subsequent to the initial work on fault-tolerant distributed optimization by Su and Vaidya [30], the problem of fault-tolerance in distributed learning has gained significant attention in recent years [1, 2, 4, 8, 11, 34]. However, distributed learning is only a special case of the more general distributed optimization problem that we consider. As elaborated in our technical report [14], our algorithm (with minor modifications) can also guarantee fault-tolerance in the case of distributed learning. Importantly, the computational complexity of our proposed fault-tolerance mechanism, i.e., the CGC gradient-filter, is $O(n(d + \log n))$, which is significantly lower than that of the fault-tolerance mechanisms proposed in some of these prior works [1, 4, 8, 11]. Moreover, our algorithm applies to more general distributed learning settings that satisfy $2f$-resilience.

Gradient clipping using static thresholds has been utilized in the past for solving unrelated problems, such as controlling the gradient explosion and the privacy-accuracy trade-offs in differential privacy protocols, in the context of learning [24, 28]. We use gradient clipping for Byzantine fault-tolerance. Besides this difference in the objectives, note that unlike the past works, we use a dynamic (or adaptive) threshold for clipping the gradients. This difference is important for the performance characteristics of our algorithm.

3 NECESSITY OF $2f$-REdundANCY

The notion of ideal fault-tolerance is formalized by $f$-resilience defined as follows:

**Definition 2.** $[f$-resilience] A distributed optimization algorithm is $f$-resilient if it outputs a minimum of the aggregate cost of all the non-faulty agents, despite the presence of up to $f$ Byzantine faulty agents.

Specifically, if $B \subset \{1, \ldots, n\}$ with $|B| \leq f$ denotes the set of faulty agents, and $H = \{1, \ldots, n\} \setminus B$ denotes the set of non-faulty agents, then an $f$-resilient distributed optimization algorithm outputs a point in the set

$$\arg \min_w \sum_{i \in H} Q_i(w).$$

To prove the necessity of $2f$-redundancy for achievability of $f$-resilience, we assume that the non-faulty cost functions are differentiable and convex. The necessary condition is formally stated as follows.

**Theorem 1.** Suppose that the non-faulty cost functions are differentiable and convex. There exists a deterministic $f$-resilient distributed optimization algorithm only if the non-faulty cost functions satisfy the $2f$-redundancy property.

3.1 Proof of Theorem 1

We assume that $f > 0$, since the proof is trivial for $f = 0$. We show the necessity of $2f$-redundancy property for $f$-resilience by assuming the best-case scenario for the server where the agents send complete information about their local cost functions. The faulty agents may send arbitrary information. In general distributed setting, the server may only have partial information about the agents’ local cost functions, and the faulty agents need not commit to well-defined cost functions. Therefore, if there cannot exist an $f$-resilient distributed optimization algorithm in this best-case scenario then the same holds true for the general distributed setting. Let the cost functions received by the server from the agents be $\{C_1, \ldots, C_n\}$, i.e., agent $i$ sends cost function $C_i$. If agent $i$ is non-faulty then $C_i = Q_i$, otherwise $C_i$ may be an arbitrary differentiable and convex function. Note that if a faulty agent sends a cost function that is not differentiable or convex then the server can determine that the agent is faulty, and eliminate it from the computation.

We will show that if there exists a deterministic distributed optimization algorithm that is $f$-resilient, i.e., it outputs a point that minimizes the aggregate of non-faulty agents correctly, despite up to $f$ (Byzantine) faulty cost functions amongst the received cost functions $\{C_1, \ldots, C_n\}$, then the cost functions of the non-faulty agents satisfy the $2f$-redundancy property.

The proof of the theorem relies on the following fundamental lemma. The proof of Lemma 1 is presented in Appendix A.

**Lemma 1.** For every non-empty subset $S$ of $\{1, \ldots, n\}$, if

$$\bigcap_{i \in S} \arg \min_w Q_i(w) \neq \emptyset$$

then

$$\arg \min_w \sum_{i \in S} Q_i(w) = \bigcap_{i \in S} \arg \min_w Q_i(w).$$

The remainder of the proof is divided into three parts.

**Part I:** In this part we will show that if there exists a deterministic $f$-resilient algorithm then for every non-empty set $S \subseteq \{1, \ldots, n\}$,

$$\bigcap_{i \in S} \arg \min_w Q_i(w) = \arg \min_w \sum_{i \in S} Q_i(w).$$

Suppose that a deterministic optimization algorithm named $\Pi$ is $f$-resilient. As the identity of the Byzantine faulty agents is a priori unknown to the server, and the faulty cost functions are assumed differentiable and convex, $\Pi$ cannot distinguish between the following two possibilities: (1) $S_1 = \{1, \ldots, n-f\}$ is the set of non-faulty agents, and (2) $S_2 = \{n-f+1, \ldots, n\}$ is the set of non-faulty agents. As $\Pi$ is a deterministic algorithm and the set of cost functions $\{C_1, \ldots, C_n\}$ is same in both cases, the output of $\Pi$ is same for both the cases. Specifically, if $w^*$ denotes the output of the algorithm $\Pi$ then

$$w^* \in \arg \min_w \sum_{i \in S_1} Q_i(w),$$

$$w^* \in \arg \min_w \sum_{i \in S_2} Q_i(w)$$

As $Q_i$’s are differentiable, (4) implies that

$$\sum_{i \in S_1} \nabla Q_i(w^*) = 0 = \sum_{i \in S_2} \nabla Q_i(w^*),$$

where $0$ denotes the $d$-dimensional zero vector. As $S_1 \setminus \{1\} = S_2 \setminus \{n-f+1\}$, (5) implies that $\nabla Q_1(w^*) = \nabla Q_{n-f+1}(w^*)$. Using similar arguments as above for other choices of sets $S_1$ and $S_2$ we can show that

$$\nabla Q_i(w^*) = \nabla Q_j(w^*), \forall i, j \in \{1, \ldots, n\}. $$
From substituting from (6) in (5) we obtain that
\[ \nabla Q_i(w^*) = 0, \quad \forall i \in \{1, \ldots, n\}. \] (7)
As \( Q_i \)'s are convex functions, (7) implies that \( w^* \in \arg\min_w Q_i(w) \) for all \( i \in \{1, \ldots, n\} \). Equivalently,
\[ w^* \in \bigcap_{i=1}^{n} \arg\min_w Q_i(w). \] (8)
Consider an arbitrary non-empty subset \( S \) of \( \{1, \ldots, n\} \). The above, i.e., (8), implies that the intersection \( \bigcap_{i \in S} \arg\min_w Q_i(w) \) is non-empty. Therefore, due to Lemma 1,
\[ \bigcap_{i \in S} \arg\min_w Q_i(w) = \arg\min_w \sum_{i \in S} Q_i(w). \]
This proves (3).

**Part II:** Suppose that \( \mathcal{H} \) denotes the set of non-faulty agents in an execution of the algorithm \( \Pi \). Recall that \( |\mathcal{H}| \geq n - f \) and \( n > 2f \). Let,
\[ W^* = \arg\min_w \sum_{i \in \mathcal{H}} Q_i(w). \] (9)
In this part, we will show that for every subset \( T \subseteq \mathcal{H} \) of size \( n - 2f \),
\[ W^* = \bigcap_{i \in T} \arg\min_w Q_i(w). \] (10)
From (3), we know that
\[ W^* = \bigcap_{i \in \mathcal{H}} \arg\min_w Q_i(w). \] (11)
Due to the non-expansion property of set intersection, for every non-empty subset \( S \subseteq \mathcal{H} \),
\[ W^* = \bigcap_{i \in \mathcal{H}} \arg\min_w Q_i(w) \subseteq \bigcap_{i \in S} \arg\min_w Q_i(w). \] (12)
Next, using contradiction, we will show the converse of (12) for an arbitrary set \( \widehat{S} \subseteq \mathcal{H} \) of size \( n - 2f \).

Let \( \widehat{S} \) be an arbitrary subset of \( \mathcal{H} \) of size \( n - 2f \). Note that, due to (12), the set \( \bigcap_{i \in S} \arg\min_w Q_i(w) \) is non-empty. Suppose that there exists a point
\[ \widehat{w} \in \bigcap_{i \in S} \arg\min_w Q_i(w), \quad \text{such that} \quad \widehat{w} \notin W^*. \]
Suppose that \( \mathcal{B} \) is the set of Byzantine faulty agents such that \( |\mathcal{B}| = f \) and
\[ \mathcal{B} \subseteq \{1, \ldots, n\} \setminus \widehat{S}. \]
Then, \( |\mathcal{H}| = |\{1, \ldots, n\} \setminus \mathcal{B}| = n - f \). For each \( j \in \mathcal{B} \), consider a differentiable and convex cost function \( C_j \) that has a unique minimum at \( \widehat{w} \); thus, \( C_j \) does not minimize at any point in \( W^* \). Let,
\[ T_1 = \mathcal{H}, \quad \text{and} \quad T_2 = \widehat{S} \cup \mathcal{B}. \]
Note that both sets \( T_1 \) and \( T_2 \) are of size \( n - f \). Due to (11) and Lemma 1, the aggregate of the cost functions of the agents in \( T_1 \) minimizes only at points in \( W^* \). On the other hand, the cost functions of all the agents in the set \( T_2 \) only minimize at \( \widehat{w} \notin W^* \). Therefore, due to Lemma 1, the aggregate of the cost functions of the agents in set \( T_2 = \widehat{S} \cup \mathcal{B} \) only minimize at \( \widehat{w} \), and does not minimize at any point in \( W^* \).

Now, consider two possible executions: (1) \( T_1 \) is the set of non-faulty agents, and (2) \( T_2 \) is the set of non-faulty agents. As all the cost functions in both \( T_1 \) and \( T_2 \) are differentiable and convex, and the identity of \( \mathcal{B} \) is a priori unknown, \( \Pi \) cannot distinguish between these two executions. Being deterministic, the output of \( \Pi \) is identical for both the executions. Suppose that \( \Pi \) outputs a point in \( W^* \), then the aggregate of the non-faulty agents \( T_2 \) in the second possible execution is not minimized. On the other hand, if \( \Pi \) outputs \( \widehat{w} \) then the aggregate of the non-faulty agents \( T_1 \) in the first possible execution is not minimized. Therefore, the assumption that \( \Pi \) is \( f \)-resilient, i.e., the output of \( \Pi \) minimizes the aggregate of the non-faulty agents, is always violated in one of the two executions.

The above argument implies that there cannot exist a point \( \widehat{w} \) in the non-empty intersection \( \bigcap_{i \in S} \arg\min_w Q_i(w) \) such that \( \widehat{w} \notin W^* \). Equivalently,
\[ \bigcap_{i \in S} \arg\min_w Q_i(w) \subseteq W^*. \]
This, in conjunction with (12), implies that
\[ W^* = \bigcap_{i \in \mathcal{H}} \arg\min_w Q_i(w). \]
As \( \widehat{S} \) is an arbitrary subset of \( \mathcal{H} \) with \( |\widehat{S}| = n - 2f \), the above proves (10).

**Part III:** Recall the definition of \( W^* \) from (9). In this last part, we will show that (10) implies 2\( f \)-redundancy, i.e., for every set \( S \subseteq \mathcal{H} \) of size at least \( n - 2f \),
\[ \arg\min_w \sum_{i \in S} Q_i(w) = W^*. \] (13)
Consider an arbitrary set \( S \subseteq \mathcal{H} \) with \( |S| \geq n - 2f > 0 \). Recall that, due to (12), the set \( \bigcap_{i \in S} \arg\min_w Q_i(w) \) is non-empty. Due to the non-expansion property of set intersection, for every set \( T \subseteq S \) with \( |T| = n - 2f \) we obtain that
\[ \emptyset \neq \bigcap_{i \in S} \arg\min_w Q_i(w) \subseteq \bigcap_{i \in T} \arg\min_w Q_i(w). \] (14)
Upon substituting from (10) in (14) we obtain that
\[ \bigcap_{i \in S} \arg\min_w Q_i(w) \subseteq W^*, \quad \forall S \subseteq \mathcal{H}, \quad |S| \geq n - 2f. \] (15)
From (12) and (15) we obtain that
\[ \bigcap_{i \in S} \arg\min_w Q_i(w) = W^*, \quad \forall S \subseteq \mathcal{H}, \quad |S| \geq n - 2f. \]
Finally, using Lemma 1 above proves (13).

**4 PROPOSED ALGORITHM**

In this section, we present our distributed optimization algorithm and its fault-tolerance property under 2\( f \)-redundancy. For now, we will assume the system to be synchronous. However, as elaborated in Section 5, our algorithm, upon slight modifications, can also be executed in a partially asynchronous system [3], without the fault-tolerance property being affected. Details on the fault-tolerance
property of our algorithm under relaxed 2\(f\)-redundancy and partial asynchronism can be found in the technical report [14].

The algorithm is iterative. The server maintains an estimate of a minimum point defined by (2), which is updated in each iteration of the algorithm. The initial estimate, named \(w^0\), is chosen arbitrarily by the server from \(\mathbb{R}^d\). In iteration \(t \in \{0, 1, \ldots\}\), the server computes estimate \(w^{t+1}\) using Steps S1 and S2 presented below. Please refer to Figure 2 for an overview of the algorithm.

In Step S1 below, the server obtains from the agents the gradients of their local cost functions at \(w^t\). A Byzantine faulty agent may send an arbitrary value as its gradient. In Step S2, to mitigate the detrimental impact of such incorrect gradients, the algorithm uses a filter to robustify the gradient aggregation step. In particular, as presented in Equation (16) in the algorithm below, the gradients with the largest \(f\) norms are clipped so that their norm equals the norm of the \((f + 1)\)-th largest gradient. The remaining gradients remain unchanged. The resulting gradients are then accumulated to obtain the update direction, which is then used to compute \(w^{t+1}\) (Equation (17)). We refer to the method used in Step S2 for clipping the largest \(f\) gradients as **Comparative Gradient Clipping** (CGC), since the largest \(f\) gradients are clipped to a norm that is comparable to the next largest gradient.

**Steps performed in the \(t\)-th iteration, \(t \geq 0\):**

**S1:** The server requests from each agent the gradient of its local cost function at the current estimate \(w^t\). Each non-faulty agent \(i\) will then send to the server the gradient \(\nabla Q_i(w^t)\), whereas a faulty agent may send an incorrect arbitrary value for the gradient.

The gradient received by the server from agent \(i\) is denoted as \(g^t_i\). If no gradient is received from some agent \(i\), then agent \(i\) must be faulty (because the system is assumed to be synchronous) – in this case, the server assumes a default gradient with the largest norm, \(g^t_{in-f}\), as

\[
\tilde{g}_j^t = \begin{cases} 
\frac{g^t_{i-n-f}}{\|g^t_{i-n-f}\|} g^t_j, & j \in \{i_{n-f+1}, \ldots, i_n\} \\
\frac{g^t_{i}}{\|g^t_{i}\|} g^t_j, & j \in \{i_1, \ldots, i_{n-f}\}
\end{cases}
\]

(16)

and updates its estimate,

\[
w^{t+1} = w^t - \eta \sum_{j=1}^n \tilde{g}_j^t
\]

(17)

**S2:** CGC gradient filter: The server sorts the \(n\) received gradients as follows:

\[
\|g^t_{i_1}\| \leq \ldots \leq \|g^t_{i_{n-f}}\| \leq \|g^t_{i_{n-f+1}}\| \leq \ldots \leq \|g^t_{i_n}\|
\]

where, \(|\cdot|\) denotes the Euclidean norm. Thus, the gradient with the smallest norm, \(g^t_{i_1}\), is received from agent \(i_1\), and the gradient with the largest norm, \(g^t_{i_n}\), is received from agent \(i_n\).

If \(\|g^t_{i_{n-f}}\| = 0\), the algorithm terminates\(^1\) and outputs \(w^t\). Otherwise, the server computes the “scaled” gradients, denoted by \(\tilde{g}_j^t\), as

\[\tilde{g}_j^t = \frac{g^t_{i_{n-f+j}}}{\|g^t_{i_{n-f+j}}\|} g^t_j, \quad j \in \{i_{n-f+1}, \ldots, i_n\}\]

\[\tilde{g}_j^t = \frac{g^t_{i}}{\|g^t_{i}\|} g^t_j, \quad j \in \{i_1, \ldots, i_{n-f}\}\]

\(^1\)An alternate, and perhaps more practical, finite-iteration stopping criterion for the algorithm can be derived using the convergence result presented in Section 4.2.

**Complexity:** The computation of the norm of the \(n\) gradients takes \(O(nd)\) time. Sorting of these norms takes additional \(O(n \log n)\) time. Hence, the time complexity of the CGC filter is \(O(n(d + \log n))\).

### 4.1 Assumptions

To derive the fault-tolerance property of the algorithm we make Assumptions 1–4 stated below. For a given execution of our algorithm, let the sets of faulty and non-faulty agents be denoted by \(B\) and \(H\), respectively. Recall that \(|B| \leq f\) and \(n - 2f > 0\). Henceforth, we write ‘\(\min_w\)’ simply as ‘\(\min\)’, unless otherwise stated.

**Assumption 1 (Synchronicity).** We assume that the system under consideration is synchronous.

**Assumption 2 (Convexity and Differentiability).** Assume that the non-faulty cost functions \(\{Q_i(w), i \in H\}\) are differentiable and convex. This implies that [7], for every \(i\), the gradient \(\nabla Q_i(w)\) exists for all \(w \in \mathbb{R}^d\), and \(w^* \in \arg\min Q_i(w)\) if and only if \(\nabla Q_i(w^*) = 0\).

**Assumption 3 (Lipschitz Continuous Gradients).** Assume that there exists \(\mu > 0\) such that for every \(i \in H\),

\[
\|\nabla Q_i(w) - \nabla Q_i(w')\| \leq \mu \|w - w'\|, \quad \forall w, w' \in \mathbb{R}^d.
\]

Let \(W^*\) denote the set arg \(\min_w \sum_{i \in H} Q_i(w)\). Convexity of the non-faulty cost functions implies that the set \(W^*\) is closed and convex [7]. Therefore, the Euclidean projection of every point \(w\) onto \(W^*\) exists and is unique [7]. Let \(\|w\|_{W^*}\) denote the projection of \(w\) onto \(W^*\). Then,

\[
\|w\|_{W^*} = \min_{x \in W^*} \|x - w\|.
\]

(18)

Let \(\overline{Q}(w)\) denote the average cost of the non-faulty agents, i.e.,

\[
\overline{Q}(w) = \frac{1}{|H|} \sum_{i \in H} Q_i(w) \quad \forall w,
\]

(19)

where \(|\cdot|\) denotes the size of a finite set.

**Assumption 4 (Relaxed Strong Convexity).** Assume that there exists \(\lambda > 0\), such that

\[
\left(\nabla \overline{Q}(w), w - \|w\|_{W^*}\right) \geq \lambda \|w - \|w\|_{W^*}\|^2, \quad \forall w \in \mathbb{R}^d.
\]

It should be noted that when \(W^*\) is singleton, i.e., the minimum of the aggregate of the non-faulty agents’ cost functions is unique, then Assumption 4 implies that the average non-faulty cost function \(\overline{Q}(w)\) is strongly convex.
4.2 Fault-Tolerance Property

We now present the correctness and the convergence of our algorithm. For doing so, we introduce the following notation.

- Let $\alpha$, defined as follows, denote the fault-tolerance margin.
  \[ \alpha = \frac{\lambda}{3\mu} - \frac{f}{n}. \]
  (20)
  The algorithm is shown to be correct when $\alpha > 0$, or equivalently, $f/n < \lambda/3\mu$.

- Let,
  \[ \bar{\eta} = 6\alpha / n\mu, \quad \eta \in (0, \bar{\eta}) \quad \text{and} \]
  \[ \rho = 1 - (\eta\mu)^2 \eta (\bar{\eta} - \eta). \]
  (22)
  As elaborated in Appendix B, under 2f-redundancy property and Assumptions 2-4, if $\alpha > 0$ and $0 < \eta < \bar{\eta}$ then $\rho \in (0, 1)$.

Theorem 2 below shows the correctness of our algorithm.

**Theorem 2.** Consider the algorithm presented in Section 4. Suppose that the 2f-redundancy property and Assumptions 1-4 hold true. If $\alpha > 0$, and $\eta \in (0, \bar{\eta})$ in (17), then

(i) $\rho \in (0, 1)$, and

(ii) \[ \|w_t - [w^f]_W\|^2 \leq \rho^t \|w_0 - [w^0]_W\|^2, \text{ for all } t \geq 0. \]

The proof of Theorem 2 is deferred to Appendix C.

Theorem 2 implies that sequence of estimates \{w^t\} generated by (17) converges linearly to a minimum of the non-faulty aggregate cost $\sum_{i \in H} Q_i(w)$. The rate of convergence is equal to $\rho$. Thus, smaller is the value of $\rho$, faster is the convergence. We observe below that the value of $\rho$ reduces, i.e., the convergence speed improves, as the fault-tolerance margin $\alpha$ increases.

From (22), note that $\rho = 1 + (\eta\mu)^2 - \bar{\eta}(\eta\mu)^2$. Upon substituting the value of $\bar{\eta}$ from (21) we obtain that

\[ \rho = 1 + (\eta\mu)^2 - 6(\eta\mu)\alpha. \]

Therefore, as the value of $\alpha$ increases the value of $\rho$ decreases, and vice-versa.

5 PARTIAL ASYNCHRONISM

In this section, we present an extension of our algorithm presented in Section 4 for the case when the system may be partially asynchronous [3]. In this case, for an iteration, the server may not receive gradients from all the agents in a timely manner. However, for a partially asynchronous system it is assumed that the number of iterations elapsed between two contiguous gradients received from a non-faulty agent is bounded [3]. Our algorithm can be executed in such a partially asynchronous system, with the following modifications, without its fault-tolerance property getting affected.

In Step S1, upon sending the current estimate $w^t$ to all the agents, if the server does not receive a gradient from an agent $i$ in a timely manner then, instead of marking $i$ as faulty and using the 0 vector as its gradient, the server uses the most recent gradient received from agent $i$. To be specific, for an iteration $t$ and an agent $i$, let $s_i(t)$ denote the iteration in which the server received the most recent gradient from agent $i$. Thus, $s_i(t) = t$ if the server received a gradient from agent $i$ in iteration $t$, otherwise $s_i(t) < t$. For an iteration $t$, if the server has not received any gradient from an agent $i$ in iterations $0, \ldots, t$ then the server assigns $g_i^t = 0$. Else, the server assigns $g_i^t = g_i^{s_i(t)}$. Step S2 remains unchanged, except the update rule (17) in which the constant step-size $\eta$ is replaced by a varying step-size $\eta_t$ such that $\eta_t > 0$ for all $t$.

As elaborated in our technical report [14, Section 7.2], if the sequence of step-sizes $\{\eta_t\}$ satisfies the conditions: \[ \sum_{t=0}^\infty \eta_t = \infty \quad \text{and} \quad \sum_{t=0}^\infty \eta_t^2 < \infty, \] then the algorithm presented in Section 4, with the above modifications, converges asymptotically to $W^*$, provided that the system is only partially asynchronous, i.e., for each non-faulty agent $i$ the difference $t - s_i(t)$ is bounded for all $t$. Note that step-size $\eta_t = 1/(t + 1)$ satisfies the above conditions [27].

6 SUMMARY

This paper addresses the problem of fault-tolerance in distributed multi-agent optimization. It is shown that the 2f-redundancy property is necessary for ideal fault-tolerance in the presence of up to $f$ Byzantine faulty agents, i.e., $f$-resilience. An efficient distributed optimization algorithm is proposed that guarantees $f$-resilience, provided that the 2f-redundancy property holds true. The scope of our algorithm is demonstrated through distributed sensing and learning applications, which are special cases of distributed optimization.

Details on fault-tolerance in the absence of 2f-redundancy are presented in our technical report [16]. Also, our technical report [14] presents extensions on the fault-tolerance property of our algorithm under relaxed 2f-redundancy and partial asynchronism.
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Consider an arbitrary point \( w' \) in the set \( \bigcap_{i \in S} \arg \min_w Q_i(w) \). Thus, \( w' \) is a minimum of the cost functions of all the agents in \( S \), i.e., for every agent \( i \in S \), \( Q_i(w') \leq Q_i(w) \), \( \forall w \). Therefore, \( \sum_{i \in S} Q_i(w') \leq \sum_{i \in S} Q_i(w), \forall w \). Equivalently,

\[
    w' \in \arg \min_{w} \sum_{i \in S} Q_i(w).
\]

Recall that \( w' \) is an arbitrary point in the set \( \bigcap_{i \in S} \arg \min_w Q_i(w) \). Thus, (23) implies that

\[
    \emptyset \neq \bigcap_{i \in S} \arg \min_{w} Q_i(w) \subseteq \arg \min_{w} \sum_{i \in S} Q_i(w).
\]

We prove the converse of (24) using contradiction below.

Note that, due to (24), \( \arg \min_w \sum_{i \in S} Q_i(w) \neq \emptyset \). Suppose that there exists a point \( w^* \in \arg \min_w \sum_{i \in S} Q_i(w) \) such that

\[
    w^* \notin \bigcap_{i \in S} \arg \min_{w} Q_i(w).
\]

Thus, there exists \( i^* \in S \) such that \( w^* \notin \arg \min_w Q_{i^*}(w) \). Therefore, for all \( w^* \in \bigcap_{i \in S} \arg \min_w Q_i(w) \) and \( i \in S \setminus \{i^*\} \), (25) implies that for all \( w^* \in \arg \min_w \sum_{i \in S} Q_i(w) \),

\[
    \sum_{i \in S} Q_i(w^*) > \sum_{i \in S} Q_i(w^*).\tag{26}
\]

This contradicts the assumption that \( w^* \in \arg \min_w \sum_{i \in S} Q_i(w) \). Therefore, \( w^* \in \arg \min_w \sum_{i \in S} Q_i(w) \) for all \( w^* \in \arg \min_w \sum_{i \in S} Q_i(w) \).

From (24) and (26),

\[
    \bigcap_{i \in S} \arg \min_{w} Q_i(w) = \arg \min_{w} \sum_{i \in S} Q_i(w) \neq \emptyset.
\]

As \( S \) is an arbitrary non-empty subset of \( \{1, \ldots, n\} \), the above proves the Lemma.

\section*{B. PROOFS OF LEMMA 1}

Consider an arbitrary non-empty set \( S \subseteq \{1, \ldots, n\} \) such that

\[
    \bigcap_{i \in S} \arg \min_{w} Q_i(w) \neq \emptyset.
\]

A.

\section*{LEMMA 1}

Consider an arbitrary non-empty set \( S \subseteq \{1, \ldots, n\} \) such that

\[
    \bigcap_{i \in S} \arg \min_{w} Q_i(w) \neq \emptyset.
\]

From Cauchy-Schwartz inequality,

\[
    \langle w - [w]_{w^*}, \nabla Q_i(w) \rangle \leq \| w - [w]_{w^*} \| \| \nabla Q_i(w) \|, \forall i \in H, w.
\]

Therefore,

\[
    \sum_{i \in H} \langle w - [w]_{w^*}, \nabla Q_i(w) \rangle \leq \sum_{i \in H} \| w - [w]_{w^*} \| \| \nabla Q_i(w) \|.
\]

If \( 2f \)-redundancy property holds true, then by Definition 1,

\[
    W^* = \arg \min_{w} \sum_{i \in S} Q_i(w), \forall S \subseteq H, |S| \geq n - 2f.
\]

Conversely, \( Q_i(s) \), i.e., Assumption 2, trivially implies convexity of the aggregate cost \( \sum_{i \in S} Q_i(w) \) for every non-empty set \( S \). Recall

\[
    \sum_{i \in S} Q_i(w) \leq \sum_{i \in S} Q_i(w^*), \forall w, S \subseteq H.
\]
that if 2f-redundancy property holds true then $n > 2f$. Thus, (28) implies that
\[ \sum_{i \in S} \nabla Q_i(w^*) = 0, \forall w^* \in \mathcal{W}^*, S \subseteq \mathcal{H}, |S| \geq n - 2f. \]  
(29)

From (29), it is easy to obtain that
\[ \nabla Q_i(w^*) = 0, \forall w^* \in \mathcal{W}^*, \forall i \in \mathcal{H}. \]

Therefore, due to Assumption 3, for all $i \in \mathcal{H}$,
\[ \|\nabla Q_i(w)\| \leq \mu \|w - w^*\|, \forall w \in \mathbb{R}^d, w^* \in \mathcal{W}^*. \]  
(30)

As $[w]_{\mathcal{W}^*} \in \mathcal{W}^*$ for all $w$, substituting from (30) in (27) we obtain that
\[ \sum_{i \in \mathcal{H}} \langle w - [w]_{\mathcal{W}^*}, \nabla Q_i(w) \rangle \leq \sum_{i \in \mathcal{H}} \mu \|w - [w]_{\mathcal{W}^*}\|^2 = |\mathcal{H}| \mu \|w - [w]_{\mathcal{W}^*}\|^2. \]  
(31)

Now, due to Assumption 4,
\[ \sum_{i \in \mathcal{H}} \langle w - [w]_{\mathcal{W}^*}, \nabla Q_i(w) \rangle \geq |\mathcal{H}| \lambda \|w - [w]_{\mathcal{W}^*}\|^2. \]  
(32)

The inequalities (31) and (32) imply that $\lambda \leq \mu$.

As a result of the above observation, we obtain the following bound on the value of the fault-tolerance margin $\alpha$ (defined in (20)),
\[ \alpha = \frac{\lambda}{3\mu} - \frac{f}{n} \leq \frac{\lambda}{3\mu} \leq \frac{1}{3}. \]  
(33)

Now, from (22), $\rho = 1 - (n\mu)^2 \eta (\bar{\eta} - \eta)$ where, from (21), $\bar{\eta} = 6\alpha/n\mu$. As $0 < \eta < \bar{\eta}$, there exists $\delta \in (0, \bar{\eta})$ such that $\eta = \bar{\eta} - \delta$. From substituting this in the expression for $\rho$, we obtain that
\[ \rho = 1 - (n\mu)^2 (\bar{\eta} - \delta) \delta. \]  
(34)

Note that
\[ (\bar{\eta} - \delta) \delta = (\frac{\bar{\eta}}{2})^2 - (\delta - \frac{\bar{\eta}}{2})^2. \]

Substituting the above in (34) implies that
\[ \rho = 1 - (n\mu)^2 \left( \frac{\bar{\eta}}{2} \right)^2 - (\delta - \frac{\bar{\eta}}{2})^2 = (n\mu)^2 \left( \frac{\bar{\eta}}{2} \right)^2 + 1 - (n\mu)^2 \left( \frac{\bar{\eta}}{2} \right)^2. \]

Therefore, the minimum value of $\rho$ is equal to $1 - (n\mu)^2 (\bar{\eta}/2)^2$, which is obtained when $\delta = \bar{\eta}/2$. Also, as $\delta > 0, (\delta - (\bar{\eta}/2))^2 < (\bar{\eta}/2)^2$, and therefore, $\rho < 1$. Recall that $\delta \in (0, \bar{\eta})$. Thus,
\[ 1 - \frac{\rho}{2} \leq \rho < 1. \]  
(35)

Substituting $\bar{\eta} = 6\alpha/n\mu$ in (35) implies that $\rho \in [1 - 9\alpha^2, 1)$. Therefore, as $\alpha \leq 1/3$ (see (33)), $\rho \in [0, 1)$.

\section*{C \hspace{1em} PROOF OF THEOREM 2}

Part (i), i.e., $\rho \in [0, 1)$, is proved in Appendix B. Now we prove part (ii) of the theorem. Define $g^t = \sum_{j=1}^{n} g^t_j$. Recall, from (17), that
\[ w^{t+1} = w^t - \eta \cdot g^t, \forall t \geq 0. \]  
(36)

Let $[w^t]_{\mathcal{W}^*}$ be the Euclidean projection of $w^t$ onto $\mathcal{W}^*$ for all $t$. From (18), note that $\|w - [w]_{\mathcal{W}^*}\| \leq \|w - w^*\|, \forall w \in \mathbb{R}^d, w^* \in \mathcal{W}^*$. Therefore,
\[ \|w^{t+1} - [w^{t+1}]_{\mathcal{W}^*}\| \leq \|w^t - [w^t]_{\mathcal{W}^*}\|. \]

Upon substitution from (36) above we obtain that
\[ \|w^{t+1} - [w^{t+1}]_{\mathcal{W}^*}\|^2 \leq \|w^t - \eta g^t - [w^t]_{\mathcal{W}^*}\|^2 \]
\[ = \|w^t - [w^t]_{\mathcal{W}^*}\|^2 - 2\eta \langle w^t - [w^t]_{\mathcal{W}^*}, g^t \rangle + \eta^2 \|g^t\|^2. \]  
(37)

Recall that, for each $t$,
\[ \|g^t_j\| \leq \ldots \leq \|g_{i_{n-f},f}\| \leq \|g_{i_{n-f+1},1}\| \leq \ldots \leq \|g_{j_{n-f}}\| \]

and,
\[ \tilde{g}_j^t = \left\{ \begin{array}{ll}
\|g_{i_{n-f}}^t\| & , j \in \{i_{n-f+1}, \ldots, i_n\} \\
\|g_j^t\| & , j \in \{i_1, \ldots, i_{n-f}\}
\end{array} \right. \]

Therefore,
\[ \|\tilde{g}_j^t\| \leq \|g_{i_{n-f}}^t\|, \forall j \in \{1, \ldots, n\}, t \geq 0 \]  
(38)

Note that, as there are at most $f$ Byzantine faulty agents, for each $t$ there exists $\tilde{\sigma}_t \in \mathcal{H}$ such that
\[ \|g_{i_{n-f}}^t\| \leq \|g_{\tilde{\sigma}_t}^t\| \]  
(39)

As $g^t = \nabla Q_i(w^t), \forall i \in \mathcal{H}$, substituting from (39) in (38) we obtain that
\[ \|\tilde{g}_j^t\| \leq \|\nabla Q_{\tilde{\sigma}_t}(w^t)\|, \forall j \in \{1, \ldots, n\}, t \geq 0 \]  
(40)

Substituting from (30) in (40) we obtain that
\[ \|\tilde{g}_j^t\| \leq \mu \|w^t - [w^t]_{\mathcal{W}^*}\|, \forall j \in \{1, \ldots, n\}, t \geq 0 \]  
(41)

Recall that $g^t = \sum_{j=1}^{n} g^t_j$. Due to triangle inequality, $\|g^t\| \leq \sum_{j=1}^{n} \|g_j^t\|$. This observation, in conjunction with (41), implies that
\[ \|g^t\| \leq n\mu \|w^t - [w^t]_{\mathcal{W}^*}\|. \]  
(42)

Substituting from (42) in (37) we obtain that
\[ \|w^{t+1} - [w^{t+1}]_{\mathcal{W}^*}\|^2 \leq \|w^t - [w^t]_{\mathcal{W}^*}\|^2 - 2\eta \langle w^t - [w^t]_{\mathcal{W}^*}, g^t \rangle + \eta^2 n\mu^2 \|w^t - [w^t]_{\mathcal{W}^*}\|^2. \]  
(43)

Now, we define
\[ \phi_t = \langle w^t - [w^t]_{\mathcal{W}^*}, g^t \rangle. \]  
(44)

As there are at most $f$ Byzantine faulty agents, for each iteration $t$ there exists a set $\mathcal{H}_t \subseteq \mathcal{H}$ such that
\[ \mathcal{H}_t \subseteq \{i_1, \ldots, i_{n-f}\}, |\mathcal{H}_t| = n - 2f. \]  
(45)

Therefore,
\[ \phi_t = \sum_{j \in \mathcal{H}_t} \langle w^t - [w^t]_{\mathcal{W}^*}, \nabla Q_j(w^t) \rangle + \sum_{k \in \{1, \ldots, n\} \setminus \mathcal{H}_t} \langle w^t - w^*, \tilde{g}_k^t \rangle. \]
Let $H' = H \setminus H^*$. Note that $\{1, \ldots, n \} \setminus H^* = H^* \cup B$. Thus,

$$
\phi_t = \sum_{j \in H^*} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle + \sum_{j \in H} \left\langle w^t - [w^t]_{H^*}, g^*_j \right\rangle + \sum_{k \in B} \left\langle w^t - [w^t]_{H^*}, g^*_k \right\rangle. 
$$

Recall that $g^*_j = \nabla Q_j(w^t)$ for all $j \in H$. Now, upon substituting $g^*_j = \alpha^*_j g^*_j$ for all $j \in H^*$ in (46) we obtain that

$$
\phi_t = \sum_{j \in H^*} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle + \sum_{j \in H} \left\langle w^t - [w^t]_{H^*}, g^*_j \right\rangle + \sum_{j \in H} \alpha^*_j \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle. 
$$

Recall that, due to Assumption 2, $Q_j(w)$ is differentiable and convex for all $j \in H$. This implies that [7]

$$
\left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle \geq 0, \forall j \in H. 
$$

Recall that $\alpha^*_j \geq 0, \forall j$. Substituting from (48) in (47) we obtain that

$$
\phi_t \geq \sum_{j \in H^*} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle + \sum_{j \in H} \left\langle w^t - [w^t]_{H^*}, g^*_j \right\rangle.
$$

Due to Cauchy-Schwartz inequality,

$$
\left\langle w^t - [w^t]_{W^t}, g^*_k \right\rangle \geq -\|w^t - [w^t]_{W^t}\|_2 g^*_k, \forall k \in B.
$$

Substituting from (41) above we obtain that

$$
\left\langle w^t - [w^t]_{W^t}, g^*_k \right\rangle \geq -\mu \|w^t - [w^t]_{W^t}\|_2, \forall k \in B.
$$

Recall that $|B| \leq f$. Substituting from (50) in (49) we obtain that

$$
\phi_t \geq \sum_{j \in H^*} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle - f \mu \|w^t - [w^t]_{W^t}\|_2.
$$

Now, due to Assumption 4,

$$
\sum_{j \in H} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle \geq |H| \lambda \|w^t - [w^t]_{W^t}\|_2^2.
$$

Recall that $H = H^*_1 \cup H^*_2$. The above inequality implies that

$$
\sum_{j \in H^*_1} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle \geq |H^*_1| \lambda \|w^t - [w^t]_{W^t}\|_2^2 - \sum_{j \in H^*_2} \left\langle w^t - [w^t]_{H^*}, \nabla Q_j(w^t) \right\rangle.
$$

Due to Cauchy-Schwartz inequality,

$$
\left\langle w^t - [w^t]_{W^t}, \nabla Q_j(w^t) \right\rangle \leq \|w^t - [w^t]_{W^t}\| \|\nabla Q_j(w^t)\|, \forall j \in H.
$$

Substituting from (30) above we obtain that

$$
\left\langle w^t - [w^t]_{W^t}, \nabla Q_j(w^t) \right\rangle \leq \mu \|w^t - [w^t]_{W^t}\|_2, \forall j \in H. 
$$

Recall that $|H^*_1| = n - 2f$, and $H^*_2 = H \setminus H^*_1$. Thus, $|H^*_2| = |H| - (n - 2f)$. This together with (53) implies that

$$
\sum_{j \in H^*_1} \left\langle w^t - [w^t]_{W^t}, \nabla Q_j(w^t) \right\rangle \leq (|H| - (n - 2f)) \mu \|w^t - [w^t]_{W^t}\|_2^2. 
$$

Substituting from (54) in (52) we obtain that

$$
\sum_{j \in H^*_2} \left\langle w^t - [w^t]_{W^t}, \nabla Q_j(w^t) \right\rangle \geq \left((2f - \mu) \mu \right) \|w^t - [w^t]_{W^t}\|_2^2.
$$

In Appendix B, we have shown that $2f$-redundancy and Assumptions 2-4 imply that $\lambda - \mu \leq 0$. As $|H| \leq n$, this implies that $|H| (\lambda - \mu) \leq n (\lambda - \mu)$. Substituting this in (55) implies that

$$
\sum_{j \in H^*_2} \left\langle w^t - [w^t]_{W^t}, \nabla Q_j(w^t) \right\rangle \geq (2n - 2f) \mu \|w^t - [w^t]_{W^t}\|_2^2.
$$

Upon substituting the above in (51) we obtain that

$$
\phi_t \geq (\lambda - 3f \mu) \|w^t - [w^t]_{W^t}\|_2^2. 
$$

Recall the definition of $\phi_t$ from (44). Thus, substituting from (56) in (43) we obtain that

$$
\|w^{t+1} - w^t\|_W^2 \leq \|w^t - [w^t]_{W^t}\|^2 - 2 \eta (n \lambda - 3f \mu) \|w^t - [w^t]_{W^t}\|^2 + \eta^2 n \mu^2 \|w^t - [w^t]_{W^t}\|^2.
$$

That is, for all $t$,

$$
\|w^{t+1} - [w^{t+1}]_{W^t}\|^2 \leq \left(1 - 2 \eta (n \lambda - 3f \mu) + \eta^2 n \mu^2 \right) \|w^t - [w^t]_{W^t}\|^2. 
$$

Recall, from (20), that $n \lambda - 3f \mu = 3n \mu$. From substituting this in (57) we obtain that, for all $t$,

$$
\|w^{t+1} - [w^{t+1}]_{W^t}\|^2 \leq \left(1 - 6 \eta (n \mu) \alpha + \eta^2 n \mu^2 \right) \|w^t - [w^t]_{W^t}\|^2. 
$$

Note that

$$
1 - 6 \eta (n \mu) \alpha + \eta^2 n \mu^2 = 1 - \eta(\mu)^2 \eta^2 \frac{6 \alpha}{n \mu^2} - \eta. 
$$

Upon substituting from (21), $\eta = (6 \alpha / n \mu)$, in (59) we obtain that

$$
1 - 6 \eta (n \mu) \alpha + \eta^2 n \mu^2 = 1 - \eta(\mu)^2 \eta \left(\frac{6 \alpha}{n \mu^2} - \eta \right). 
$$

Substituting $\rho$ from (22) in (60) we obtain that $1 - 6 \eta (n \mu) \alpha + \eta^2 n \mu^2 = \rho$. From substituting this in (58) we obtain that

$$
\|w^{t+1} - [w^{t+1}]_{W^t}\|^2 \leq \rho \|w^t - [w^t]_{W^t}\|^2, \quad \forall t.
$$

Reasoning by induction, the above proves part (ii) of the theorem.

Note that the algorithm terminates at iteration $t$ if $\|g^*_t\| = 0$.

We now show that if $\|g^*_t\| = 0$ then $w^t \in W^t$. Recall that there exists a subset $H^*_t$ of $H$ of size $n - 2f$ such that $H^*_t \subset \{i_1, \ldots, i_{n-f}\}$. If $\|g^*_t\| = 0$ then $\|g^*_j\| = 0, \forall j \in H^*_t$. This implies that $g^*_j = \nabla Q_i(w^t) = 0, \forall j \in H^*_t$. Therefore, $\sum_{j \in H^*_t} \nabla Q_i(w^t) = 0$. Due to Assumption 2, this implies that $w^t \in \arg\min_w \sum_{j \in H^*_t} \nabla Q_i(w)$. Thus, due to $2f$-redundancy (see Definition 1), $w^t \in W^t$. 